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Notes

e my(s,a) = P[A; = a|S; = 5,0] = P4, .1.) (policy parameterized by 0)

J(0c) = Ep(q,:1;9.)[F] (hook the RNN loss function to the RL reward)

J1(0) = V7 (s1) = Eg,[v1] = Ep(a,:10.)[R] (episodic environments)

T
Vo, J(0c) = > Ep(a,:1i0.) [V, log P(atlag—1y1; 6.)R] (REINFORCE policy gradient)
t=1

at is the predicted action (a) and a(;_1).;; is the state s up to step t — 1 encoded in
the RNN

1 Computing the gradient analytically

First, we assume that the policy 7y is differentiable wherever it is non-zero (this is a softer
requirement than requiring mp be differentiable everywhere). In addition, we know the
gradient: VyJ(#). In this case, let p(x;60) be the likelihood parametrized by 6 and let
log p(x;0) be the log likelihood. Then



y = p(x;0) # definition; see above (1)

z =logy = logp(x;0) # definition; z is the log likelihood (2)
% = fl; . % # chain rule definition (3)
dz 1 log(X) 1
i _ ~— 4
dy  p(x;0) # dX X )
d d ;0
d—g = ps;’) = Vpp(x;60) # definition (chain rule, again) (5)
dz  dz dy Vgp(x;6) .
gz _ 42 4y _ Ve PiXiY) hain rul 6
e dy db p(x;0) # chain rule (6)

1
= Vylogp(x;0) # using the identity Vglog(w) = —Vpw (7)
w

and setting w = p(x;0). Here Vglogp(x; ) is known as the score or sometimes the Fischer
information. So the log derivative trick (sometimes likelihood ratio) is

Vo p(x;0)
Vologp(x;0) = ————=
ologp(x;6) p(x;0)
Setting mp(s,a) = p(x;0) we see that
o Vg W@(Sa CL)
Vormg(s,a) = mp(s,a) T0(5:a) (8)
= mpy(s,a)Vglogmy(s,a) # log derivative trick 9)
and the score function is Vylog my(s, a).
Now, since here 7y(s,a) = P(ay.1;0.), we have
Vo.J(0:) = Z d(s) Z Vo, m0.(5,0)Rs.q # defn policy gradient (10)
seS acA
= Z d(s) Z . (s,a)V1og g, (s,a)Rsq  # log derivative trick (Eqn[9) (11)
seS acA
=Eqr, [Vo.logm,(s,a)R] # defn expectation (12)
= ]EaZ'NP [VGC log P(at|a(t—1):1; GC)R] # 779(5a CL) = P(alzT; ec) (13)
T
= Z Playr0.) [ Vo, 1og P(ag|ag_1).1;0c)R] # REINFORCE pg (14)
t=1
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