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1 Introduction

These notes began life as a bit of research on elliptic curves. However, it turns out that
an elliptic curve is a smooth, projective, algebraic curve of genus one, on which there is a
specified point \( O \). An elliptic curve is also abelian in the sense that if it has a multiplication
that is defined algebraically, then it is an abelian group with respect to this multiplication.
In this case \( O \) serves as the identity element. Often the curve itself without \( O \) specified, is
called an elliptic curve; the point \( O \) is often taken to be the curve’s ”point at infinity” in
the projective plane.

So what is a projective plane? As we will see in Section 2, a projective plane is a kind of
(projective) geometry.

2 Geometries and Projective Planes

In this section we will start by defining what a Geometry is and look at a few examples.

Definition 2.1. (Geometry): A geometry \( S = (P,L) \) is a non-empty set \( P \) whose
elements are called points together with a set \( L \) of non-empty subsets of \( P \) called lines
which satisfy:

- G1: For any two distinct points \( p_1, p_2 \in P \), there exists exactly one line \( l \in L \) such
  that both \( p_1 \in l \) and \( p_2 \in l \).

- G2: There exists a set of four points, such that given any set of three of these points,
  no line exists that contains all three points.

Note that \( P \) and \( L \) may be either finite or infinite. We say that a point \( p \) is on, or incident
with \( p \) if \( p \in l \). In the same way a line \( l \) is on or incident with a point \( p \) if \( p \in l \).
A set of points is called **collinear** if there exists a line such that all points are on the line. If \( p \) and \( q \) are two points, then \( pq \) denotes the unique line on both \( p \) and \( q \). Clearly \( qp = pq \).

If \( l_1 \) and \( l_2 \) are lines that intersect in a point, \( l_1 l_2 \) denotes their point of intersection.

Using this notation, we can write G1 and G2 in a more concise way:

- **G1**: Two distinct points are on exactly one line.
- **G2**: There exists a set of four points, no three of which are collinear.

A set of four points, no three of which are collinear, is called a **quadrangle**. A line through two points of a quadrangle is called a **diagonal** of the quadrangle.

**Example 2.1.** This Euclidean plane is a geometry. Why? Well, in the Euclidean plane the set \( P \) consist of \((x, y)\) points and the set \( L \) consists lines of the form \( y = mx + b \). Also, it is a well-known that two points are on a unique line in the Euclidean plane, so G1 holds. In addition, the set \{ \((0,0)\), \((1,0)\), \((0,1)\), \((1,1)\)\} form a quadrangle and so G2 holds. So the Euclidean plane is a geometry.

**Lemma 2.1.** Two distinct lines in a geometry intersect in at most one point.

**Proof:** Assume that there are two lines that intersect in at least two points, and let two such points be \( p_1 \) and \( p_2 \). But by G1 there is exactly one line on both \( p_1 \) and \( p_2 \) and so our assumption is contradicted. So two distinct lines in a geometry intersect in at most one point.

**Definition 2.2.** (Affine Plane): An affine plane is a geometry that satisfies the following condition:

- **AP**: For any line \( l \) and any point \( p \) not on \( l \), there exists a unique line \( l' \) on \( p \) that does not intersect \( l \).

This is the famous parallel axiom of Euclidean geometry. Clearly, the Euclidean plane is an affine plane. The obvious connection to the parallel axiom justifies the following definition.

**Definition 2.3.** (Parallel Lines): Two lines in an affine planes are said to be parallel if they do not intersect. Any line is also said to be parallel to itself. If \( l_1 \) and \( l_2 \) are two parallel lines we write \( l_1 \parallel l_2 \).

**Lemma 2.2.** The relation ”is parallel” on the lines of an affine plane \( A \) is an equivalence relation.

**Proof:** Let \( l_1, l_2 \) and \( l_3 \) be three distinct lines of \( A \). Then

- By definition \( l_1 \parallel l_1 \) so \( \parallel \) is reflexive.
- Assume that \( l_1 \parallel l_2 \), Then \( l_2 \) does not intersect \( l_1 \) either, so \( l_2 \parallel l_1 \) and so \( \parallel \) is symmetric.
Finally, to show transitivity assume that \( l_1 \parallel l_2 \) and \( l_2 \parallel l_3 \), but \( l_1 \nparallel l_3 \). Then \( l_1 \) and \( l_3 \) intersect in a point \( p \). But then \( p \) is on two lines \( (l_1 \) and \( l_3 \)) but not on \( l_2 \). This contradicts AP since AP says there is a unique parallel line and here we have two. Hence \( l_1 \parallel l_3 \), and so \( \parallel \) is transitive. □

The equivalence relation "is parallel" is kind of interesting in that it partitions the set of lines in an affine plane into parallel classes. So for a line \( l \) in an affine plane, we denote its parallel class by \([l]\). \([l]\) consists of all lines parallel to \( l \).

**Lemma 2.3.** Let \( p \) be a point of an affine plane. For each parallel class of lines, there is exactly one line on \( p \) that belongs to the class.

**Proof:** Let \([l]\) be any parallel class for \( l \in L \). If \( l \) is not on \( p \) then by AP there exists a unique line on \( p \) parallel to \( l \) so done. If \( l \) is on \( p \), we must show that no other line on \( p \) is also in \([l]\). But any other line on \( p \) intersects \( l \) at \( p \), so the lines are not parallel. □

Ok, but what is a projective plane?

### 2.1 Projective Planes

**Definition 2.4. (Projective plane):** A projective plane is a geometry that satisfies the following condition:

- **PP:** Any two lines intersect in exactly one point.

So what is the difference between affine and projective planes? In an affine plane parallel lines exists whereas in projective planes two unique lines always intersect (at one point).

### 2.2 The Fano Plane

The Fano Plane, named for Italian mathematician Gino Fano [1], is the finite projective plane of order 2. It is the finite projective plane with the smallest possible number of points and lines: 7 points and 7 lines, with 3 points on every line and 3 lines through every point. The standard notation for this plane, as a member of a family of projective spaces, is PG(2, 2) where PG stands for "projective geometry", the first parameter is the geometric dimension and the second parameter is the order.

More precisely, let \( \Pi = (P,L) \) be a geometry where \( P = \{1,2,3,4,5,6,7\} \) and \( L = \{l_1,l_2,l_3,l_4,l_5,l_6,l_7\} \) and let \( l_1 = \{1,2,3\} \), \( l_2 = \{1,4,5\} \), \( l_3 = \{1,6,7\} \), \( l_4 = \{2,4,6\} \), \( l_5 = \{2,5,7\} \), \( l_6 = \{3,4,7\} \) and \( l_7 = \{3,5,6\} \). This labelling is shown in Figure [1]. Here \( \Pi \) is a projective plane as it easily satisfies G1 and PP and \( \{1,2,4,7\} \) is an example of a quadrangle on \( \Pi \).
Legend has it that the Fano Plane was invented as a solution to a game posed by Fano. The challenge was to create a projective plane with the smallest possible number of points and lines, 7 each, with 3 points on every line and 3 lines through every point. The problem remained unsolved until someone observed that not all lines need be straight. A circle was then added to the projective plane to create what we know as the Fano Plane today. The Fano Plane shown in Figure 1.

![Figure 1: The Fano Plane](image)

3 Homogeneous Coordinates

Homogeneous Coordinates are a convenient way to represent translations and rotations which allows them both to be expressed as a matrix multiplication. This has certain computational and notational conveniences, and eventually leads us to a wider and interesting class of transformations.

Suppose we wish to translate all points $(X, Y, Z)$ by adding some constant vector $(t_x, t_y, t_z)$ to all coordinates. One way to accomplish this is to embed the points $(X, Y, Z) \in \mathbb{R}^3$ in $\mathbb{R}^4$ by tacking on a fourth coordinate with value 1. So the embedding of $\mathbb{R}^3$ in $\mathbb{R}^4$ looks like

$$
\begin{bmatrix}
X \\
Y \\
Z \\
1
\end{bmatrix}
\rightarrow
\begin{bmatrix}
X \\
Y \\
Z \\
1
\end{bmatrix}
$$

So we want the translated point

$$
\begin{bmatrix}
X + t_x \\
Y + t_y \\
Z + t_z \\
1
\end{bmatrix}
$$
We can get this translation by multiplying by a "translation matrix"

\[
\begin{bmatrix}
1 & 0 & 0 & t_x \\
0 & 1 & 0 & t_y \\
0 & 0 & 1 & t_z \\
0 & 0 & 0 & 1 \\
\end{bmatrix}
\]

Then the translation, represented as matrix multiplication, looks like

\[
\begin{bmatrix}
1 & 0 & 0 & t_x \\
0 & 1 & 0 & t_y \\
0 & 0 & 1 & t_z \\
0 & 0 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
X \\
Y \\
Z \\
1 \\
\end{bmatrix} =
\begin{bmatrix}
1 \cdot X + 0 \cdot Y + 0 \cdot Z + t_x \cdot 1 \\
0 \cdot X + 1 \cdot Y + 0 \cdot Z + t_y \cdot 1 \\
0 \cdot X + 0 \cdot Y + 1 \cdot Z + t_z \cdot 1 \\
0 \cdot X + 0 \cdot Y + 0 \cdot Z + 1 \cdot 1 \\
\end{bmatrix} =
\begin{bmatrix}
X + t_x \\
Y + t_y \\
Z + t_z \\
1 \\
\end{bmatrix}
\]

We can perform rotations using a $4 \times 4$ matrix as well. Rotations matrices go into the upper-left $3 \times 3$ corner of the $4 \times 4$ matrix

\[
\begin{bmatrix}
* & * & * & 0 \\
* & * & * & 0 \\
* & * & * & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix}
\]

We can also scale the three coordinates with a scaling matrix

\[
\begin{bmatrix}
\sigma_x & 0 & 0 & 0 \\
0 & \sigma_y & 0 & 0 \\
0 & 0 & \sigma_z & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix}
\]

so that

\[
\begin{bmatrix}
\sigma_x & 0 & 0 & 0 \\
0 & \sigma_y & 0 & 0 \\
0 & 0 & \sigma_z & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
X \\
Y \\
Z \\
1 \\
\end{bmatrix} =
\begin{bmatrix}
\sigma_x \cdot X + 0 \cdot Y + 0 \cdot Z + 0 \cdot 1 \\
0 \cdot X + \sigma_y \cdot Y + 0 \cdot Z + 0 \cdot 1 \\
0 \cdot X + 0 \cdot Y + \sigma_z \cdot Z + 0 \cdot 1 \\
0 \cdot X + 0 \cdot Y + 0 \cdot Z + 1 \cdot 1 \\
\end{bmatrix} =
\begin{bmatrix}
\sigma_x X \\
\sigma_y Y \\
\sigma_z Z \\
1 \\
\end{bmatrix}
\]

So far we have represented (embedded) points $(X,Y,Z) \in \mathbb{R}^3$ as points $(X,Y,Z,1) \in \mathbb{R}^4$. We can generalize this by representings the points $(X,Y,Z) \in \mathbb{R}^3$ as any vector of the form $(wX,wY,wZ,w) \in \mathbb{R}^4$, where $w \neq 0$. Note that the set of points
\{(wX, wY, wZ, w) \mid w \neq 0\}

is a line in \( \mathbb{R}^4 \) that passes through the origin and the point \((X, Y, Z, 1)\).

Here we are associating each point \((X, Y, Z) \in \mathbb{R}^3\) with a line in \( \mathbb{R}^4 \) that passes through the origin. This representation is called homogeneous coordinates.

BTW is this generalization consistent with the \(4 \times 4\) rotation, translation, and scaling matrices above? It turns out that it is. This is because for any \(X = (X, Y, Z, 1)\) and any \(4 \times 4\) matrix \(M\) we have

\[w(MX) \equiv M(wX)\]

That is, multiplying each component of the vector \(X\) by \(w\) and then transforming by \(M\) yields the same vector as transforming \(X\) itself by \(M\) and then multiplying each component of \(MX\) by \(w\). But multiplying each component of \(X\) by \(w\) doesn’t change how that vector is transformed.

There is another way do define homogeneous coordinates in terms of the Real Projective Plane. Before being able to do this however we need a few definitions.

**Definition 3.1. (Real Projective Plane):** The real projective plane is the space of equivalence classes

\[\mathbb{R}P^2 = \{(\mathbb{R}^3 \setminus \{(0, 0, 0)\}) \} / \sim\]

where \(\sim\) is the equivalence relation such that \((x_1, y_1, z_1) \sim (x_2, y_2, z_2)\) if \(\exists t \neq 0\) such that \(x_2 = t \cdot x_1, y_2 = t \cdot y_1,\) and \(z_2 = t \cdot z_1\).

Then the alternate definition of homogeneous coordinates is

**Definition 3.2. Homogeneous Coordinates:** The points of \(\mathbb{R}P^2\) are called homogeneous coordinates: \([x:y:z]\), where the colons indicate that the ratios between the coordinates are the only things that are significant (recall that the notation \([x]\) refers to the equivalence class of \(x\)).

We can generalize this definition as follows
Definition 3.3. Projective Spaces: The projective spaces

\[ \mathbb{R}P^n = \{ \mathbb{R}^{n+1}/\text{Origin} \}/\sim \]

and

\[ \mathbb{C}P^n = \{ \mathbb{C}^{n+1}/\text{Origin} \}/\sim \]

are sets of equivalence classes via an \( n + 1 \)-dimensional version of Equation 3.1 where \( t \) is in \( \mathbb{R} \) and \( \mathbb{C} \) respectively.

These projective spaces can be broken down into unions of ordinary Euclidean space and other projective spaces. For example:

**Proposition 3.1. Inclusions:** We have the following inclusions

\[ (x_1, \ldots, x_n) \mapsto [x_1:\cdots:x_{n}:1] \]

\[ \mathbb{R}^n \hookrightarrow \mathbb{R}P^n \]

\[ \mathbb{C}^n \hookrightarrow \mathbb{C}P^n \]

This means that a point \([x_1:\ldots:x_{n+1}] \in \mathbb{C}P^n\) with \( x_{n+1} \neq 0 \) corresponds to the point

\[ \left( \frac{x_1}{x_{n+1}}, \ldots, \frac{x_n}{x_{n+1}} \right) \in \mathbb{C}^n \]

We also have

\[ [x_1:\cdots:x_n] \mapsto [x_1:\cdots:x_{n}:0] \]

\[ \mathbb{R}^{n-1} \hookrightarrow \mathbb{R}P^n \]

\[ \mathbb{C}^{n-1} \hookrightarrow \mathbb{C}P^n \]

and

\[ \mathbb{R}P^n = \mathbb{R}^n \cup \mathbb{R}P^{n-1} \]

\[ \mathbb{C}P^n = \mathbb{C}^n \cup \mathbb{C}P^{n-1} \]

where the embedded copies of \( \mathbb{R}P^{n-1} \) and \( \mathbb{C}P^{n-1} \) are called the "spaces at infinity" and every point, \([x_1:\cdots:x_{n+1}] \in \mathbb{C}P^n\) is either in the image of \( \mathbb{C}^n \) (if \( x_{n+1} \neq 0 \)) or in the image of \( \mathbb{C}P^{n-1} \) (if \( x_{n+1} = 0 \)).
Figure 2: Why do Parallel Lines Appear to Intersect?

It looks like reason for the term "space at infinity" is that the point \([x_1 : \ldots : x_{n+1}] \in \mathbb{CP}^n\) with \(x_{n+1} \neq 0\) corresponds to the point

\[
\left( \frac{x_1}{x_{n+1}}, \ldots, \frac{x_n}{x_{n+1}} \right) \in \mathbb{C}^n
\]

and this point moves out to infinity as \(x_{n+1} \to 0\).

Another way to think about this is that so far we have considered points like \((wX, wY, wZ, w)\) under the condition that \(w \neq 0\) and where this point is associated with \((X, Y, Z) \in \mathbb{R}^3\). So what happens if we let \(w = 0\)? To understand this consider the point \((X, Y, Z, \epsilon) \in \mathbb{R}^4\) where \(\epsilon > 0\) and so

\[
(X, Y, Z, \epsilon) \equiv \left( \frac{X}{\epsilon}, \frac{Y}{\epsilon}, \frac{Z}{\epsilon}, 1 \right)
\]

Now, if we let \(\epsilon \to 0\) then the corresponding point \((\frac{X}{\epsilon}, \frac{Y}{\epsilon}, \frac{Z}{\epsilon})\) goes to infinity while staying along the line from the origin through the point \((X, Y, Z, 1)\). As a result we identify the limit \((X, Y, Z, 0)\) with a point at infinity, namely

\[
(X, Y, Z, 0) := \lim_{\epsilon \to 0} \left( \frac{X}{\epsilon}, \frac{Y}{\epsilon}, \frac{Z}{\epsilon} \right)
\]

One other perhaps reassuring way to think about this: consider that parallel lines appear to intersect in the far distance as shown in Figure 2 and that the equation for a single line is
\[ y = ax + b \] (1)

We can rewrite Equation 1 as

\[ x_2 = a_1 x_1 + b_1 \]

In this case we have points \((x_1, x_2) \in \mathbb{C}^2\) gives rise to homogeneous coordinates \([x_1:x_2:x_3]\) in \(\mathbb{C}P^2\) where

\[ (x_1, x_2) \mapsto [x_1:x_2:x_3] \implies (x_1, x_2) \mapsto \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} \begin{bmatrix} 1 \\ 0 \end{bmatrix} \]

and so

\[ \frac{x_2}{x_3} = \frac{a_1 x_1}{x_3} + b_1 \]

or

\[ x_2 = a_1 x_1 + b_1 x_3 \] (2)

So we can see that lines in \(\mathbb{C}^2\) map uniquely to lines in \(\mathbb{C}P^2\) by Equation 2. So here’s a proposition:

**Proposition 3.2.** Two *distinct* lines

\[ x_2 = a_1 x_1 + b_1 x_3 \]
\[ x_2 = a_2 x_1 + b_2 x_3 \]

in \(\mathbb{C}P^2\) intersect in one point. If they are parallel (that is, \(a_1 = a_2 = a\)) then they intersect at the point \([x_1:ax_1:0]\). That is, at infinity.

**Proof:** If the lines are not parallel (i.e., \(a_1 \neq a_2\)) then they intersect in \(\mathbb{C}^2 \subset \mathbb{C}P^2\) in the usual way. If \(a_1 = a_2 = a\), then

\[
\begin{align*}
  x_2 &= ax_1 + b_1 x_3 \\
  x_2 - x_2 &= ax_1 + b_2 x_3 \\
  0 &= 0 + (b_1 - b_2)x_3
\end{align*}
\]
So $0 = 0 + (b_1 - b_2)x_3 \implies 0 = (b_1 - b_2)x_3$. Since the two lines were distinct but parallel we know that $b_1 \neq b_2 \implies b_1 - b_2 \neq 0$. So $x_3$ must be zero which implies that $x_2 = ax_1 + b \cdot 0$ or $x_2 = ax_1$. Then the original two lines intersect at the point $[x_1:ax_1:0] \in \mathbb{C}P^1 \subset \mathbb{C}P^2$. That is, at infinity. □

A question we might ask is what happens to a point at infinity when we perform a rotation, translation, or scaling? Since the bottom row of each of these $4 \times 4$ matrices is $(0, 0, 0, 1)$, it is easy to see that these transformations map points at infinity to points at infinity. In particular,

- A translation matrix does not affect a point at infinity; i.e. it behaves the same as the identity matrix.
- A rotation matrix maps a point at infinity in exactly the same way it maps a finite point, namely, $(X, Y, Z, 1)$ rotates to $(X', Y', Z', 1)$ if and only if $(X, Y, Z, 0)$ rotates to $(X', Y', Z', 0)$.
- A scale matrix maps a point at infinity in exactly the same way it maps a finite point, namely, $(X, Y, Z, 1)$ maps to $(\sigma_x X, \sigma_y Y, \sigma_z Z, 1)$ if and only if $(X, Y, Z, 0)$ scales to $(\sigma_x X, \sigma_y Y, \sigma_z Z, 0)$.

We sometimes interpret points at infinity as direction vectors, that is, they have a direction but no position. One must be careful in refereing to them in this way, though, since vectors have a length whereas points at infinity $(X, Y, Z, 0)$ do not have a length.
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